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Figure 1. The 7-year temperature (TT) power spectrum from WMAP. The third acoustic peak and the onset of the Silk damping tail
are now well measured by WMAP. The curve is the ΛCDM model best fit to the 7-year WMAP data: Ωbh

2= 0.02270, Ωch2= 0.1107,
ΩΛ= 0.738, τ= 0.086, ns= 0.969, ∆2

R
= 2.38 × 10−9, and ASZ= 0.52. The plotted errors include instrument noise, but not the small,

correlated contribution due to beam and point source subtraction uncertainty. The gray band represents cosmic variance. A complete error
treatment is incorporated in the WMAP likelihood code. The points are binned in progressively larger multipole bins with increasing l;
the bin ranges are included in the 7-year data release.

Figure 2. The high-l TT spectrum measured by WMAP, showing
the improvement with 7 years of data. The points with errors use
the full data set while the boxes show the 5-year results with the
same binning. The TT measurement is improved by >30% in the
vicinity of the third acoustic peak (at l ≈ 800), while the 2 bins
from l = 1000–1200 are new with the 7-year data analysis.

mask. (Most of the cosmological parameters reported
in this paper were fit using a preliminary source correc-
tion of 103Aps = 11 ± 1 µK2 sr. We have checked that
substituting the final result has a negligible effect on the
parameter fits.) After this source model is subtracted
from each band, the spectra are combined to form our
best estimate of the CMB signal, shown in Figure 1.

The 7-year power spectrum is cosmic variance limited,
i.e., cosmic variance exceeds the instrument noise, up to
l = 548. (This limit is slightly model dependent and can
vary by a few multipoles.) The spectrum has a signal-

to-noise ratio greater than one per l-mode up to l = 919,
and in band-powers of width ∆l = 10, the signal-to-noise
ratio exceeds unity up to l = 1060. The largest improve-
ment in the 7-year spectrum occurs at multipoles l > 600
where the uncertainty is still dominated by instrument
noise. The instrument noise level in the 7-year spectrum
is 39% smaller than with the 5-year data, which makes it
worthwhile to extend the WMAP spectrum estimate up
to l = 1200 for the first time. See Figure 2 for a compari-
son of the 7-year error bars to the 5-year error bars. The
third acoustic peak is now well measured and the onset
of the Silk damping tail is also clearly seen by WMAP.
As we show in §4, this leads to a better measurement
of Ωmh2 and the epoch of matter-radiation equality, zeq,
which, in turn, leads to better constraints on the effective
number of relativistic species, Neff , and on the primor-
dial helium abundance, YHe. The improved sensitivity
at high l is also important for higher-resolution CMB
experiments that use WMAP as a primary calibration
source.

2.4. Temperature-Polarization (TE, TB) Cross Spectra

The 7-year temperature-polarization cross power spec-
tra were formed using the same methodology as the 5-
year spectrum (Page et al. 2007; Nolta et al. 2009). For
l ≤ 23 the cosmological model likelihood is estimated di-
rectly from low-resolution temperature and polarization
maps. The temperature input is a template-cleaned, co-
added V+W band map, while the polarization input is a
template-cleaned, co-added Ka+Q+V band map (Gold
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There has been some claim of violation of statistical
isotropy of the CMB perturbations, particularly at the
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Fig. 9.— Marginal ACW posteriors obtained from the V- (left) and W-band (right) WMAP temperature sky maps. Top row shows
P (g∗|d) and bottom three rows show P (n̂|d) for three different !-ranges. Note the common preferred axis in both ! = [2, 100] and [100, 400].

(l, b) = (110◦, 10◦).
Further, this same direction is observed in both ! =

[2 − 100] and ! = [100, 400], indicating that the struc-
ture is present over a large range of angular scales. The
results are also stable with respect to sky cut, as the
same pattern is seen with the KQ75 sky mask as with
the KQ85 cut, removing an additional 10% of the sky.

5.3. Sensitivity to systematics

Given the nominally strong results found in the pre-
vious section, it is imperative to search for possible sys-
tematic effects that might explain the observations. In
particularly, three major sources of uncertainty should
be considered in detail, namely non-cosmological fore-
grounds, correlated noise and asymmetric beams.

First, residual Galactic foregrounds do not a priori ap-

TABLE 1
Summary of marginal posteriors from WMAP5

Band ! range Mask Amplitude g∗ Direction (l, b)

V 2 − 400 KQ85 0.10 ± 0.04 (130◦, 10◦)
V 100 − 400 KQ85 0.09[0.084, 0.148] (130◦, 10◦)
V 2 − 100 KQ85 −0.07[−0.156, 0.480] (130◦, 15◦)
V 2 − 400 KQ75 0.10[−0.100, 0.158] (130◦, 10◦)
V-raw 2 − 400 KQ85 0.11 ± 0.036 (130◦, 10◦)
V1 2 − 400 KQ85 0.12 ± 0.041 (130◦, 10◦)
V2 2 − 400 KQ85 0.08 ± 0.044 (130◦, 10◦)
W 2 − 400 KQ85 0.15 ± 0.039 (110◦, 10◦)
W 100 − 400 KQ85 0.14[−0.097, 0.236] (110◦, 10◦)
W 2 − 100 KQ85 0.14[−0.162, 0.470] (125◦, 20◦)

Note. — In cases with no significant detection, the values for g∗
indicate the maximum posterior value and 95% confidence regions.
Otherwise, they indicate posterior mean and standard deviation.

(small anisotropy, 2d symmetry, parity)

For simplicity, take universe isotropic after inflation

WMAP 5 years (W band)

Groeneboom and Eriksen ’08

2.3 Cosmological Parameters from Planck 33

FIG 2.8.—The left panel shows a realisation of the CMB power spectrum of the concordance ΛCDM model (red
line) after 4 years of WMAP observations. The right panel shows the same realisation observed with the sensitivity
and angular resolution of Planck.

since the fluctuations could not, according to this naive argument, have been in causal contact
at the time of recombination.

Inflation offers a solution to this apparent paradox. The usual Friedman equation for the
evolution of the cosmological scale factor a(t) is

H2 =
(

ȧ

a

)2

=
8πG

3
ρ − k

a2
, (2.5)

where dots denote differentiation with respect to time and the constant k is positive for a closed
universe, negative for an open universe and zero for a flat universe. Local energy conservation
requires that the mean density ρ and pressure p satisfy the equation

ρ̇ = −3
(

ȧ

a

)
(ρ + p). (2.6)

Evidently, if the early Universe went through a period in which the equation of state satisfied
p = −ρ, then according to Equation 2.6 ρ̇ = 0, and Equation 2.5 has the (attractor) solution

a(t) ∝ exp(Ht), H # constant. (2.7)

In other words, the Universe will expand nearly exponentially. This phase of rapid expansion
is known as inflation. During inflation, neighbouring points will expand at superluminal speeds
and regions which were once in causal contact can be inflated in scale by many orders of
magnitude. In fact, a region as small as the Planck scale, LPl ∼ 10−35 m, could be inflated
to an enormous size of 101012m—many orders of magnitude larger than our present observable
Universe (∼ 1026 m)!

As pointed out forcefully by Guth (1981), an early period of inflation offers solutions to
many fundamental problems. In particular, inflation can explain why our Universe is so nearly
spatially flat without recourse to fine-tuning, since after many e-foldings of inflation the cur-
vature term (k/a2) in Equation 2.5 will be negligible. Furthermore, the fact that our entire
observable Universe might have arisen from a single causal patch offers an explanation of the
so-called horizon problem (e.g., why is the temperature of the CMB on opposite sides of the
sky so accurately the same if these regions were never in causal contact?). But perhaps more
importantly, inflation also offers an explanation for the origin of fluctuations.
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Figure 1. The 7-year temperature (TT) power spectrum from WMAP. The third acoustic peak and the onset of the Silk damping tail
are now well measured by WMAP. The curve is the ΛCDM model best fit to the 7-year WMAP data: Ωbh

2= 0.02270, Ωch2= 0.1107,
ΩΛ= 0.738, τ= 0.086, ns= 0.969, ∆2

R
= 2.38 × 10−9, and ASZ= 0.52. The plotted errors include instrument noise, but not the small,

correlated contribution due to beam and point source subtraction uncertainty. The gray band represents cosmic variance. A complete error
treatment is incorporated in the WMAP likelihood code. The points are binned in progressively larger multipole bins with increasing l;
the bin ranges are included in the 7-year data release.

Figure 2. The high-l TT spectrum measured by WMAP, showing
the improvement with 7 years of data. The points with errors use
the full data set while the boxes show the 5-year results with the
same binning. The TT measurement is improved by >30% in the
vicinity of the third acoustic peak (at l ≈ 800), while the 2 bins
from l = 1000–1200 are new with the 7-year data analysis.

mask. (Most of the cosmological parameters reported
in this paper were fit using a preliminary source correc-
tion of 103Aps = 11 ± 1 µK2 sr. We have checked that
substituting the final result has a negligible effect on the
parameter fits.) After this source model is subtracted
from each band, the spectra are combined to form our
best estimate of the CMB signal, shown in Figure 1.

The 7-year power spectrum is cosmic variance limited,
i.e., cosmic variance exceeds the instrument noise, up to
l = 548. (This limit is slightly model dependent and can
vary by a few multipoles.) The spectrum has a signal-

to-noise ratio greater than one per l-mode up to l = 919,
and in band-powers of width ∆l = 10, the signal-to-noise
ratio exceeds unity up to l = 1060. The largest improve-
ment in the 7-year spectrum occurs at multipoles l > 600
where the uncertainty is still dominated by instrument
noise. The instrument noise level in the 7-year spectrum
is 39% smaller than with the 5-year data, which makes it
worthwhile to extend the WMAP spectrum estimate up
to l = 1200 for the first time. See Figure 2 for a compari-
son of the 7-year error bars to the 5-year error bars. The
third acoustic peak is now well measured and the onset
of the Silk damping tail is also clearly seen by WMAP.
As we show in §4, this leads to a better measurement
of Ωmh2 and the epoch of matter-radiation equality, zeq,
which, in turn, leads to better constraints on the effective
number of relativistic species, Neff , and on the primor-
dial helium abundance, YHe. The improved sensitivity
at high l is also important for higher-resolution CMB
experiments that use WMAP as a primary calibration
source.

2.4. Temperature-Polarization (TE, TB) Cross Spectra

The 7-year temperature-polarization cross power spec-
tra were formed using the same methodology as the 5-
year spectrum (Page et al. 2007; Nolta et al. 2009). For
l ≤ 23 the cosmological model likelihood is estimated di-
rectly from low-resolution temperature and polarization
maps. The temperature input is a template-cleaned, co-
added V+W band map, while the polarization input is a
template-cleaned, co-added Ka+Q+V band map (Gold
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wrong factor in the ’08 analysis
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missing factor in the ’08 analysis

3

Eriksen et al. (2004b). The CMB Gibbs sampler is an
exact Monte Carlo Markov chain (MCMC) method that
assumes prior knowledge of the conditional distributions
in order to gain knowledge of the full joint distribution. A
significant fraction of the CMB data is completely domi-
nated by galactic foreground, and about 20% of the data
needs to be removed. This might sound trivial, but in
reality it complicates processes as the spherical harmon-
ics no longer are orthogonal. The Gibbs sampler solves
this problem intrinsically, as the galaxy mask becomes a
part of the framework (Groeneboom 2009).

The main motivation for introducing the CMB Gibbs
sampler is the drastically improvement in scaling. With
conventional MCMC methods, one needs to sample the
angular power spectrum, C! = 〈a!ma∗

!m〉, from the distri-
bution P (C!|d), which scales as O(N3

pix), where Npix is
the size of the covariance matrix. For a white noise case,
the Gibbs sampler reduces this to O(N1.5

pix). In other
words, the Gibbs sampler enables effective sampling in
the high-! regime.

3.2. Sampling scheme

In order to sample from the full joint distribution
P (C!, ω, s|d) using the Gibbs sampler, we must know
the exact conditional distributions P (s|C!, ω,d) and
P (C!, ω|s). The Gibbs sampler then proceeds by alter-
nating sampling from each of these distributions:

(C!, ω)i+1 ←P (C!, ω|s
i,d) (8)

si+1 ←P (s|(C!, ω)i+1,d). (9)

The first conditional distribution is expressed as:

P (C!, ω|s,d) =
e−

1

2
s

T
S(ω)−1

s

√

|S(ω)|
, (10)

and is distributed according to an inverse Gamma func-
tion with 2! + 1 degrees of freedom. The remaining con-
ditional distribution is

P (s|C!, ω, d) ∝ e−
1

2
(s−ŝ)T (S(ω)−1+N

−1)(s−ŝ), (11)

where ŝ = N−1d. In other words, P (s|C!, ω,d) is
a Gaussian distribution with mean ŝ and covariance
(S(ω)−1 + N−1)−1. Numerical methods for sampling
from these distributions were discussed by Groeneboom
(2009), and the details on how the polarization covari-
ance matrix was numerically implemented can be found
in Appendix A.

4. RE-ANALYSIS OF 5-YEAR TEMPERATURE WMAP
DATA

Ackerman et al. (2007) and Hanson & Lewis (2009)
pointed out an error in the expression for the off-diagonal
covariance matrix. The expression for the signal covari-
ance matrix (4-5) now includes a previously neglected
factor of (−i)l−l′ . For the ACW-covariance matrix that
correlate scales with ! = !′ ± 2, the only difference in
contribution is (−i)±2 = −1, negating the off-diagonal
terms. Hanson & Lewis (2009) claims that the ACW-
signal direction in the 5-year WMAP data is located at
the ecliptic poles, and not at (l, b) = (110◦, 30◦), as pre-
sented by Groeneboom & Eriksen (2009). In light of the
new results, we perform a new full temperature analysis

TABLE 1
Summary of marginal posteriors from WMAP5

Band ! range Mask Amplitude g∗ Direction (l, b)

W1-4 2 − 400 KQ85 0.29 ± 0.031 (94◦, 26◦) ± 4◦

V1-2 2 − 400 KQ85 0.14 ± 0.034 (97◦, 27◦) ± 9◦

Q1-2 2 − 300 KQ85 −0.18 ± 0.040 (99◦, 28◦) ± 10◦

Note. — The values for g∗ indicate posterior mean and standard
deviation. The ecliptic poles are located at ±(96◦, 30◦).

of the WMAP data and investigate whether the neglected
factor has any impact on the resulting posteriors.

4.1. Data

We consider the five-year WMAP temperature sky
maps (Hinshaw et al. 2009), and analyze the Q-, V and
W-bands (41, 61 and 94 GHz), where the W and V bands
are assumed to be the cleanest WMAP bands in terms of
residual foregrounds. We adopt the template-corrected,
foreground reduced maps recommended by the WMAP
team for cosmological analysis, and impose the KQ85
masks (Gold et al. 2009), which remove 18% of the sky.
Point source cuts are imposed in both masks.

We analyze the data frequency-by-frequency, and con-
sider the combinations V1+V2, Q1+Q2 and W1 through
W4. The noise RMS patterns and beam profiles are
taken into account for each difference assembly map
(DA) individually. The noise is assumed uncorre-
lated. All data used in this analysis are available from
LAMBDA 6.

4.2. Results

The results from our analysis are presented in Ta-
ble 1, and the posteriors are shown in Figure 1. The
strongest detection is still present in the W-band, where
g∗ = 0.29 ± 0.031, corresponding to a 9σ detec-
tion. However, the correction term mentioned above
clearly has a significant effect on the signal described
by Groeneboom & Eriksen (2009). The direction and
the significance of the detection is altered: For both the
W-band and V-band analyses, the preferred direction is
now located at (l, b) = ±(96◦, 30◦), very close to the
north/south ecliptic poles. In addition, the significance
of the signal in the W-band is increased from previously
3.8σ to about 9σ, showing that the neglected correction-
term has “forced” the signal away from its true direction
- the north and south ecliptic poles. The probability
that this direction is a pure coincidence is minimal, and
the observed signal is therefore most likely a product of
systematics. Another interesting fact is that the signal
seems to be frequency dependent, with a stronger sig-
nal in the W bands than in the V bands. Further, the
Q-bands seems to exhibit a negative g∗, which suggests
frequency dependence.

5. ANALYSIS OF SYSTEMATIC EFFECTS

Before the correction was introduced, we performed
several tests on the independent WMAP 5-year DA
bands showing that the direction is both existent and sta-
ble in bands. The significance was also slightly increased,
and we are able to cover the signal up to !max = 700. We

6 http://lambda.gsfc.nasa.gov/
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Fig. 1.— W and V-band posteriors for the temperature analysis, using !cutoff = 400 and the KQ85 mask. The north and south ecliptic
poles are marked with a red circle. Note how the posterior peaks correspond with the ecliptic poles. The yellow circles indicate the direction
from the previous analysis by Groeneboom & Eriksen (2009).

now proceed by investigating various systematic effects
as candidates for the observed signal. A visualization
of some possible sources of systematic effects together
with a realization of the ACW signal for comparison is
presented in figure 2; Asymmetric beams (upper right),
noise RMS maps (bottom left) and the zodiacal light
template (lower right).

5.1. Impact of noise mis-estimation

One of the possible candidates for generating the
ACW-signal found by Groeneboom & Eriksen (2009)
is noise mis-characterization. Previous work done by
(Groeneboom & Eriksen 2009) showed that correlated
noise levels have little or no effect on the signal. How-
ever, it might be possible that noise with incorrect RMS
specifications could give rise to a signal similar as the
ACW signal. We therefore perform one more analysis to
test noise sensitivity.

Groeneboom et al. (2009) discovered that the noise
levels provided by the WMAP team were slightly off by
about 0.5− 1 %. While this error is small enough to not
significantly affect most cosmological analyses, it is con-
ceivable that incorrect noise levels could contribute to a
signal similar to the ACW-model.

We therefore simulate a V1 map with 5 % incorrect V1
noise, i.e., the noise is multiplied with 1.05 before it is
added to the map. The analysis is done with the KQ85
mask. The χ2 comes out about 6% above the expected
value, recording that the incorrect noise is measured by
the Gibbs sampler. However, the posteriors still show a
zero-detection of the ACW-model, with an anisotropic
amplitude of g∗ = 0.01 ± 0.05. This indicates that in-

correct noise levels have little or no effect on the ACW-
signal.

5.2. Impact of asymmetric beams

Another issue with the analysis of
Groeneboom & Eriksen (2009) is whether the asymmet-
ric beams of the WMAP detectors could have given rise
to a signal similar to the ACW model. Wehus et al.
(2009) established a full framework for simulating
WMAP maps with asymmetric beams. An example of
contribution from asymmetric beams on WMAP maps
is presented in Figure 2. The authors also provided
a set of 10 simulated maps with asymmetric beams.
We now perform a Bayesian analysis on these maps,
together with an analysis on isotropic simulated maps
with symmetric beams for comparison.

The test data are set up as such: We simulate isotropic
test maps with the best-fit ΛCDM power spectrum, and
convolve them with the standard symmetric V-beams.
We then add V-band noise RMS to the maps, and analyze
the test maps. We then perform the same analysis on
the V-band maps from Wehus et al. (2009), which were
produced with asymmetric beams. Both analyses are
done using multipoles lmax = 700 and lcutoff

max = 512, with
a standard V-band setup and the KQ85 mask.

The posteriors for the anisotropy amplitude g∗ are
shown in Figure 3, with both having g∗ = −0.01 ± 0.05.
It should be clear that asymmetric beams do not pro-
duce effects in the CMB similar to the ACW-model, as
the analysis show no trace of any signal detection.

5.3. Zodiacal light
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Note that the quadratic action (41) does not contain any time derivatives of the modes {Φ̂, χ̂, B̂, α̂0} (Actually,
the starting action has terms which contains time derivatives of these modes, but such terms are always coupled to
non time differentiated modes, so they can be integrated by parts). It is straightforward to see that, from to the
antisymmetric stress tensor Fµν = ∇µAν −∇νAµ, the mode δA0 = α0 (and correspondingly the gauge invariant mode

α̂0) does not have a quadratic kinetic term. Similar behavior for the metric perturbations Φ̂, χ̂, B̂ can be understood
through the lines of the ADM formalism [38], where the g0µ components of the metric are nondynamical (The Ricci
scalar does not contain kinetic terms for these components). Variation of the action with respect to g0µ components
result in the energy and momentum constraints. Indeed, if we were to fix the infinitesimal coordinate gauge invariance

by choosing
(

E = Σ = B̃ = 0
)

, as in [10], the gauge invariant modes {Φ̂, χ̂, B̂, α̂0} would reduce to δg0µ, and δA0.

Thus, the combinations {Φ̂, χ̂, B̂, α̂0} given in (27) are nondynamical, which is explicitly verified by the form of the
action (41).

In order to determine the dynamical behavior of the system of perturbations and to determine the canonical variables
(which is done explicitly in Appendix A), we need to reduce the full action (41) to an action which contains only
the dynamical modes. This can be achieved by integrating out the nondynamical modes {Φ̂, χ̂, B̂, α̂0}. Since the
quadratic action does not contain any time derivatives of the nondynamical modes, it is clearly seen from equation
(42) that the variation with respect to these modes result in algebraic equations. We then solve the resulting equations
(they coincide with the first four of (31), i.e. they are the constraint equations) for the nondynamical modes and
insert the solutions back into the action. This final action contains only dynamical modes and determine the evolution
of the system completely. To be more precise, note that the quadratic action (41) is formally of the type

S =

∫

d3k dt
[

aij Ẏ ∗
i Ẏj +

(

bij N∗
i Ẏj + h.c.

)

+ cij N∗
i Nj +

(

dij Ẏ ∗
i Yj + h.c.

)

+ eij Y ∗
i Yj + (fij N∗

i Yj + h.c.)
]

(43)

where Y = {Ψ̂, α̂, α̂1} and N = {Φ̂, χ̂, B̂, α̂0}. All the coefficient matrices a, b, c, d, e, f depend on the background
quantities and a, c, e are hermitian. The constraint equations (equations of motion for the nondynamical modes) are
given by

δS

δN∗
i

= 0 ⇒ cij Nj = −bij Ẏj − fij Yj (44)

From this equation we solve for the nondynamical variables Ni and insert the solution back into the original action
(43) which gives

S →
∫

d3k dt
[

Ẏ ∗
i Kij Ẏj +

(

Ẏ ∗
i Λij Yj + h.c.

)

− Y ∗
i Ω2

ij Yj

]

Kij ≡ aij −
(

b†
)

ik

(

c−1
)

km
bmj

Λij ≡ dij −
(

b†
)

ik

(

c−1
)

km
fmj

Ω2
ij ≡ eij −

(

f †
)

ik

(

c−1
)

km
fmj (45)

The computation of the matrices Kij , Λij , Ω2
ij are straightforward but algebraically very involved. We therefore do

not report their full expressions here. We are interested in the behavior of the kinetic matrix Kij , which determines
whether the system has a ghost. If one of the eigenvalues of the kinetic matrix is negative, this indicates that the a
certain linear combination of the dynamical modes is a ghost. Namely, after diagonalizing the kinetic matrix (which
we carry out in the early time limit in Appendix A) the resulting action will be composed of canonically normalized
dynamical modes, which are linear combinations of the original modes Yi. If an eigenvalue of Kij is negative, then
the eigenvector (a linear combination of the original modes we started with) corresponding to the negative eigenvalue,
will have a kinetic term with the wrong (negative) sign. Such a mode is a ghost and indicates the instability of the
vacuum of the theory. Since the determinant is a product of the eigenvalues, we compute the kinetic determinant in
this subsection. Thus if the determinant of Kij is negative, this will indicate that at least one of the eigenvalues is
also negative and therefore there is a ghost.

The linearized equations for the dynamical modes can be obtained by extremezing the action (45) with respect to
the dynamical modes, which formally gives

δS

δY ∗
i

= 0 → Kij Ÿj +
[

K̇ij + (Λij + h.c.)
]

Ẏj +
(

Λ̇ij + Ω2
ij

)

Yj = 0 (46)

If one of the eigenvalues of Kij vanishes at some moment of time t∗, the linear combination of dynamical modes
Yi, which corresponds to this vanishing eigenvalue, has a second time derivative which approaches infinity as time
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where Y = {Ψ̂, α̂, α̂1} and N = {Φ̂, χ̂, B̂, α̂0}. All the coefficient matrices a, b, c, d, e, f depend on the background
quantities and a, c, e are hermitian. The constraint equations (equations of motion for the nondynamical modes) are
given by
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The computation of the matrices Kij , Λij , Ω2
ij are straightforward but algebraically very involved. We therefore do

not report their full expressions here. We are interested in the behavior of the kinetic matrix Kij , which determines
whether the system has a ghost. If one of the eigenvalues of the kinetic matrix is negative, this indicates that the a
certain linear combination of the dynamical modes is a ghost. Namely, after diagonalizing the kinetic matrix (which
we carry out in the early time limit in Appendix A) the resulting action will be composed of canonically normalized
dynamical modes, which are linear combinations of the original modes Yi. If an eigenvalue of Kij is negative, then
the eigenvector (a linear combination of the original modes we started with) corresponding to the negative eigenvalue,
will have a kinetic term with the wrong (negative) sign. Such a mode is a ghost and indicates the instability of the
vacuum of the theory. Since the determinant is a product of the eigenvalues, we compute the kinetic determinant in
this subsection. Thus if the determinant of Kij is negative, this will indicate that at least one of the eigenvalues is
also negative and therefore there is a ghost.

The linearized equations for the dynamical modes can be obtained by extremezing the action (45) with respect to
the dynamical modes, which formally gives
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Ẏj +
(

Λ̇ij + Ω2
ij

)

Yj = 0 (46)

If one of the eigenvalues of Kij vanishes at some moment of time t∗, the linear combination of dynamical modes
Yi, which corresponds to this vanishing eigenvalue, has a second time derivative which approaches infinity as time
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Note that the quadratic action (41) does not contain any time derivatives of the modes {Φ̂, χ̂, B̂, α̂0} (Actually,
the starting action has terms which contains time derivatives of these modes, but such terms are always coupled to
non time differentiated modes, so they can be integrated by parts). It is straightforward to see that, from to the
antisymmetric stress tensor Fµν = ∇µAν −∇νAµ, the mode δA0 = α0 (and correspondingly the gauge invariant mode

α̂0) does not have a quadratic kinetic term. Similar behavior for the metric perturbations Φ̂, χ̂, B̂ can be understood
through the lines of the ADM formalism [38], where the g0µ components of the metric are nondynamical (The Ricci
scalar does not contain kinetic terms for these components). Variation of the action with respect to g0µ components
result in the energy and momentum constraints. Indeed, if we were to fix the infinitesimal coordinate gauge invariance

by choosing
(

E = Σ = B̃ = 0
)

, as in [10], the gauge invariant modes {Φ̂, χ̂, B̂, α̂0} would reduce to δg0µ, and δA0.

Thus, the combinations {Φ̂, χ̂, B̂, α̂0} given in (27) are nondynamical, which is explicitly verified by the form of the
action (41).

In order to determine the dynamical behavior of the system of perturbations and to determine the canonical variables
(which is done explicitly in Appendix A), we need to reduce the full action (41) to an action which contains only
the dynamical modes. This can be achieved by integrating out the nondynamical modes {Φ̂, χ̂, B̂, α̂0}. Since the
quadratic action does not contain any time derivatives of the nondynamical modes, it is clearly seen from equation
(42) that the variation with respect to these modes result in algebraic equations. We then solve the resulting equations
(they coincide with the first four of (31), i.e. they are the constraint equations) for the nondynamical modes and
insert the solutions back into the action. This final action contains only dynamical modes and determine the evolution
of the system completely. To be more precise, note that the quadratic action (41) is formally of the type

S =

∫

d3k dt
[

aij Ẏ ∗
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where Y = {Ψ̂, α̂, α̂1} and N = {Φ̂, χ̂, B̂, α̂0}. All the coefficient matrices a, b, c, d, e, f depend on the background
quantities and a, c, e are hermitian. The constraint equations (equations of motion for the nondynamical modes) are
given by
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The computation of the matrices Kij , Λij , Ω2
ij are straightforward but algebraically very involved. We therefore do

not report their full expressions here. We are interested in the behavior of the kinetic matrix Kij , which determines
whether the system has a ghost. If one of the eigenvalues of the kinetic matrix is negative, this indicates that the a
certain linear combination of the dynamical modes is a ghost. Namely, after diagonalizing the kinetic matrix (which
we carry out in the early time limit in Appendix A) the resulting action will be composed of canonically normalized
dynamical modes, which are linear combinations of the original modes Yi. If an eigenvalue of Kij is negative, then
the eigenvector (a linear combination of the original modes we started with) corresponding to the negative eigenvalue,
will have a kinetic term with the wrong (negative) sign. Such a mode is a ghost and indicates the instability of the
vacuum of the theory. Since the determinant is a product of the eigenvalues, we compute the kinetic determinant in
this subsection. Thus if the determinant of Kij is negative, this will indicate that at least one of the eigenvalues is
also negative and therefore there is a ghost.

The linearized equations for the dynamical modes can be obtained by extremezing the action (45) with respect to
the dynamical modes, which formally gives
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If one of the eigenvalues of Kij vanishes at some moment of time t∗, the linear combination of dynamical modes
Yi, which corresponds to this vanishing eigenvalue, has a second time derivative which approaches infinity as time
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Note that the quadratic action (41) does not contain any time derivatives of the modes {Φ̂, χ̂, B̂, α̂0} (Actually,
the starting action has terms which contains time derivatives of these modes, but such terms are always coupled to
non time differentiated modes, so they can be integrated by parts). It is straightforward to see that, from to the
antisymmetric stress tensor Fµν = ∇µAν −∇νAµ, the mode δA0 = α0 (and correspondingly the gauge invariant mode

α̂0) does not have a quadratic kinetic term. Similar behavior for the metric perturbations Φ̂, χ̂, B̂ can be understood
through the lines of the ADM formalism [38], where the g0µ components of the metric are nondynamical (The Ricci
scalar does not contain kinetic terms for these components). Variation of the action with respect to g0µ components
result in the energy and momentum constraints. Indeed, if we were to fix the infinitesimal coordinate gauge invariance

by choosing
(

E = Σ = B̃ = 0
)

, as in [10], the gauge invariant modes {Φ̂, χ̂, B̂, α̂0} would reduce to δg0µ, and δA0.

Thus, the combinations {Φ̂, χ̂, B̂, α̂0} given in (27) are nondynamical, which is explicitly verified by the form of the
action (41).

In order to determine the dynamical behavior of the system of perturbations and to determine the canonical variables
(which is done explicitly in Appendix A), we need to reduce the full action (41) to an action which contains only
the dynamical modes. This can be achieved by integrating out the nondynamical modes {Φ̂, χ̂, B̂, α̂0}. Since the
quadratic action does not contain any time derivatives of the nondynamical modes, it is clearly seen from equation
(42) that the variation with respect to these modes result in algebraic equations. We then solve the resulting equations
(they coincide with the first four of (31), i.e. they are the constraint equations) for the nondynamical modes and
insert the solutions back into the action. This final action contains only dynamical modes and determine the evolution
of the system completely. To be more precise, note that the quadratic action (41) is formally of the type

S =

∫

d3k dt
[

aij Ẏ ∗
i Ẏj +

(

bij N∗
i Ẏj + h.c.
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where Y = {Ψ̂, α̂, α̂1} and N = {Φ̂, χ̂, B̂, α̂0}. All the coefficient matrices a, b, c, d, e, f depend on the background
quantities and a, c, e are hermitian. The constraint equations (equations of motion for the nondynamical modes) are
given by

δS

δN∗
i

= 0 ⇒ cij Nj = −bij Ẏj − fij Yj (44)

From this equation we solve for the nondynamical variables Ni and insert the solution back into the original action
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The computation of the matrices Kij , Λij , Ω2
ij are straightforward but algebraically very involved. We therefore do

not report their full expressions here. We are interested in the behavior of the kinetic matrix Kij , which determines
whether the system has a ghost. If one of the eigenvalues of the kinetic matrix is negative, this indicates that the a
certain linear combination of the dynamical modes is a ghost. Namely, after diagonalizing the kinetic matrix (which
we carry out in the early time limit in Appendix A) the resulting action will be composed of canonically normalized
dynamical modes, which are linear combinations of the original modes Yi. If an eigenvalue of Kij is negative, then
the eigenvector (a linear combination of the original modes we started with) corresponding to the negative eigenvalue,
will have a kinetic term with the wrong (negative) sign. Such a mode is a ghost and indicates the instability of the
vacuum of the theory. Since the determinant is a product of the eigenvalues, we compute the kinetic determinant in
this subsection. Thus if the determinant of Kij is negative, this will indicate that at least one of the eigenvalues is
also negative and therefore there is a ghost.

The linearized equations for the dynamical modes can be obtained by extremezing the action (45) with respect to
the dynamical modes, which formally gives

δS

δY ∗
i
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]
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If one of the eigenvalues of Kij vanishes at some moment of time t∗, the linear combination of dynamical modes
Yi, which corresponds to this vanishing eigenvalue, has a second time derivative which approaches infinity as time
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Note that the quadratic action (41) does not contain any time derivatives of the modes {Φ̂, χ̂, B̂, α̂0} (Actually,
the starting action has terms which contains time derivatives of these modes, but such terms are always coupled to
non time differentiated modes, so they can be integrated by parts). It is straightforward to see that, from to the
antisymmetric stress tensor Fµν = ∇µAν −∇νAµ, the mode δA0 = α0 (and correspondingly the gauge invariant mode

α̂0) does not have a quadratic kinetic term. Similar behavior for the metric perturbations Φ̂, χ̂, B̂ can be understood
through the lines of the ADM formalism [38], where the g0µ components of the metric are nondynamical (The Ricci
scalar does not contain kinetic terms for these components). Variation of the action with respect to g0µ components
result in the energy and momentum constraints. Indeed, if we were to fix the infinitesimal coordinate gauge invariance

by choosing
(

E = Σ = B̃ = 0
)

, as in [10], the gauge invariant modes {Φ̂, χ̂, B̂, α̂0} would reduce to δg0µ, and δA0.

Thus, the combinations {Φ̂, χ̂, B̂, α̂0} given in (27) are nondynamical, which is explicitly verified by the form of the
action (41).

In order to determine the dynamical behavior of the system of perturbations and to determine the canonical variables
(which is done explicitly in Appendix A), we need to reduce the full action (41) to an action which contains only
the dynamical modes. This can be achieved by integrating out the nondynamical modes {Φ̂, χ̂, B̂, α̂0}. Since the
quadratic action does not contain any time derivatives of the nondynamical modes, it is clearly seen from equation
(42) that the variation with respect to these modes result in algebraic equations. We then solve the resulting equations
(they coincide with the first four of (31), i.e. they are the constraint equations) for the nondynamical modes and
insert the solutions back into the action. This final action contains only dynamical modes and determine the evolution
of the system completely. To be more precise, note that the quadratic action (41) is formally of the type

S =

∫

d3k dt
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where Y = {Ψ̂, α̂, α̂1} and N = {Φ̂, χ̂, B̂, α̂0}. All the coefficient matrices a, b, c, d, e, f depend on the background
quantities and a, c, e are hermitian. The constraint equations (equations of motion for the nondynamical modes) are
given by

δS

δN∗
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= 0 ⇒ cij Nj = −bij Ẏj − fij Yj (44)

From this equation we solve for the nondynamical variables Ni and insert the solution back into the original action
(43) which gives
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The computation of the matrices Kij , Λij , Ω2
ij are straightforward but algebraically very involved. We therefore do

not report their full expressions here. We are interested in the behavior of the kinetic matrix Kij , which determines
whether the system has a ghost. If one of the eigenvalues of the kinetic matrix is negative, this indicates that the a
certain linear combination of the dynamical modes is a ghost. Namely, after diagonalizing the kinetic matrix (which
we carry out in the early time limit in Appendix A) the resulting action will be composed of canonically normalized
dynamical modes, which are linear combinations of the original modes Yi. If an eigenvalue of Kij is negative, then
the eigenvector (a linear combination of the original modes we started with) corresponding to the negative eigenvalue,
will have a kinetic term with the wrong (negative) sign. Such a mode is a ghost and indicates the instability of the
vacuum of the theory. Since the determinant is a product of the eigenvalues, we compute the kinetic determinant in
this subsection. Thus if the determinant of Kij is negative, this will indicate that at least one of the eigenvalues is
also negative and therefore there is a ghost.

The linearized equations for the dynamical modes can be obtained by extremezing the action (45) with respect to
the dynamical modes, which formally gives

δS
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i

= 0 → Kij Ÿj +
[
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]

Ẏj +
(
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If one of the eigenvalues of Kij vanishes at some moment of time t∗, the linear combination of dynamical modes
Yi, which corresponds to this vanishing eigenvalue, has a second time derivative which approaches infinity as time
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FIG. 2: Results from a numerical simulation with m2 = 0.1 H0 Bin = 0.1, pL,in = 400Hin, pT,in = 900Hin, (corresponding
to H/p ! 10−3; the modes are initially in the adiabatic vacuum; only the final part of the evolution is shown in the two
figures). Since H/p grows during inflation, we use this quantity as “time variable” in the Figure. Left panel: gauge invariant
relativistic gravitational potential Φ̂. We show the real part in units of Ψ̂in. We also show the eigenvalue λ1 of the kinetic
matrix (multiplied by 3 × 105, so that it is visible in the figure). We see that Φ̂ diverges when λ1 = 0 . Right panel: real parts
of the modes α̂0 (in units of 100 H0 Ψ̂in) and α̂ (in units of Ψ̂in) . Also these modes (as all the modes of the system) diverge
when λ1 = 0 .
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FIG. 1: Evolution of the anisotropy factor α̇/σ̇ for two different values of c in the function (9), as a function of the number of
e-folds. N = 0 corresponds to the end of inflation.

observable nonstandard signature. The result will however be sensitive on the initial conditions, and not only on the
model. On the other hand, for c > 1 we can start in the attractor anisotropic solution characterized by (11). The
underlying idea is that inflation lasted much more than the observable last 60 e-folds, and that the solution converged
to the attractor one during that time. In this case, the phenomenological signatures of the model are insensitive on
the initial conditions, precisely as in the standard inflationary case. 11 For this reason, we only study the c > 1 case
in this work.
We conclude this Section with two remarks. Firstly, we note that the anisotropy is proportional to c − 1. The

anisotropic attractor solution is continuously connected to a FRW solution in the c → 1 limit. We expect standard
results for the perturbations in this limit, as the computations presented in the next Sections confirm. Secondly, while
the anisotropy increases during inflation, it decreases after inflation. Indeed, after inflation φ oscillates around zero,
with a decreasing amplitude. Then f → 1, and the mechanism of prolonged anisotropy becomes ineffective. The
amplitude of the vector rapidly decreases, and the background evolution becomes isotropic.
For illustrative purposes, we show in Figure 1 the evolution of the anisotropy σ̇/α̇ as a function of the number of

e-folds N ≡ α, normalized to zero at the end of inflation. 12 We show the evolution for two different values of c,
starting from the slow roll anisotropic initial condition. 13 We also show the evolution of the anisotropy parameter
given by the slow roll solution, eq. (12). We see that the slow roll expression is very accurate during most of the
inflationary evolution.

III. PERTURBATIONS

This Section studies the perturbations of the model [36] discussed in the previous Section. The discussion is
divided in several Subsections. In Subsection IIIA we introduce the perturbations, and we classify them according
to how they behave with respect to 2d spatial rotations in the isotropic yz plane. We also perform the gauge choices
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FIG. 3: Scalar-scalar, scalar-tensor, and tensor-tensor power spectra for a nearly isotropic background (c − 1 = 10−5). Notice
that the scale on the y axis is different for the different panels. For the scalar-scalar, and the tensor-tensor spectra, we also
show the standard result for comparison (in the present model, the isotropic limit is reached for c = 1).

scalar correlator. However, the scalar-tensor correlator vanishes for an isotropic space, and hence must be suppressed
by some factor related to the asymmetry. If one naively assumes that this factor is |g∗|, one would get the prediction
that PRh/Phh ! |g∗|/ (2

√
ε). One would then get PRh/Phh ! 6 |g∗| for chaotic inflation, and a greater value for other

inflationary models, characterized by a smaller value of ε. Our explicit results show that this estimate is reasonable,
but not exact. For the case of c−1 = 10−5 shown in Figure 3 (giving g∗ ! −0.23), the estimate gives PRh/Phh ! 1.4,
while the actual spectra give PRh/Phh ! 0.05 − 0.25, depending on the orientation of the mode (the value of ξ).

To conclude, while the simplest realization of [36] cannot explain the breaking of rotational invariance seen in the
data, and, most likely, it does not give rise to an interesting scalar-tensor correlation, this model is, to our knowledge,
the first complete and stable model of anisotropic inflation for which the phenomenological predictions strictly follow
from the action (and not from arbitrary initial conditions), and have been computed. As the observed breaking of
rotational invariance awaits for a confirmation, or a refutation, from Plank, our work provides the tools for studying
different models, to see whether they can reproduce the WMAP feature, and perhaps lead to new predictions.
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h

H
∼

1
√

N

Simplest case A(a)
i = a Mp B δ(a)i → FRW















δgµν → 10 − 4 = 2dyn + 4nondyn

δA(a)
µ → 4N = 3N dyn + N nondyn

Vector inflation

Kanno, Kimura, Soda, Yokoyama ’08

L =
∑

a
−

1

4
F (a)

µν F (a)µν −
1

2

(

m2 −
R

6

)

A(a)
µ A(a)µ

"A(a) = a Mp "B(a) → B̈ + 3H Ḃ + m2 B = 0 ,
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)

B δA(i)
j

]

hTT
ij



18 coupled modes, 11 dynamical and 7 non dynamical

We computed the kinetic matrix for the dynamical

modes

18 coupled modes, 11 dynamical and 7 non dynamical

We computed the kinetic matrix for the dynamical modes

(after integrating out the nondynamical ones)

18 coupled modes, 11 dynamical and 7 non dynamical

We computed the kinetic matrix for the dynamical modes

(after integrating out the nondynamical ones)

δ2S =
∫

d3k dt
[
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i Kij Ẏj + . . .

]

det K

k1 : k2 : k3 = 100 : 80 : 60

Two negative eigenvalues

Singularity expected



Stability of the ACW model

1 Background Evolution

We consider the following action,
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Ḃ1 + Ha B1

)2

+
V0

M2
p

+ λ
(

B2
1 + µ2

)
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These equations are related by a Bianchi identity. The last equation indicates that B1 is constant; therefore,
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H2
a =

2V0

M2
p

1

6 + 7µ2 + 2µ4
, Hb =

(

1 + µ2
)

Ha (5)

2 Fluctuations of the vector field

Here we consider the fluctuations of the vector field in this background. We do include the fluctuations of
the metric (this will be done in the next Section). We introduce the fluctuations as
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Barrow, Hervik ’05

• Kalb–Ramond axion

Kaloper ’91

• Vector field, 〈Az〉 #= 0

Potential term V (AµAµ)

Ford ’89

Fixed norm

Ackerman, Carroll, Wise ’07

Slow roll due to AµAµ R

Golovnev, Mukhanov, Vanchurin ’08
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Test field χ

Assumed δχ → δgµν

through modulated pertrbations
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Test field χ

Pδχ = P
(

|#k|
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x
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Assumed δχ → δgµν

through modulated pertrbations
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ACW studied the perturbations of a test field χ

Pχ = P (|"k|)
(

1 + g∗ k2
z

)

Assuming this power spectrum also for the primordial density

perturbations, Groeneboom, Eriksen ’08 find 3.8 σ evidence for

g∗ & 0.1 in WMAP 5

However, the complete study of primordial perturbations (δgµν, δAµ)

shows that this model in unstable (Himmetoglu, MP ’08)

For illustration, consider only δAµ on the ACW background

δAµ = (δ0, ∂x δ + "v1, ∂y δ + "v2, δ1)

Divergency at “horizon crossing”
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To understand it, we studied the system of δAµ only. We found

that the quadratic action for the longitudinal vector polarization

vanishes at that point → perturbations diverge

Problems in theories with fixed A2 also pointed out by Clayton ’01

Yokoyama, Soda ’08

Chiba ’08

Kovisto, Mota ’08

One mode becomes a ghost at that point

Kinetic term vanishes → perturbations diverge
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